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INSIGHT is the magazine of the International Council on 
Systems Engineering. It is published four times per year and 
features informative articles dedicated to advancing the state 
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the state of the art. INSIGHT delivers practical information 
on current hot topics, implementations, and best practices, 
written in applications-driven style. There is an emphasis on 
practical applications, tutorials, guides, and case studies that 
result in successful outcomes. Explicitly identified opinion 
pieces, book reviews, and technology roadmapping comple-
ment articles to stimulate advancing the state of practice. 
INSIGHT is dedicated to advancing the INCOSE objectives 
of impactful products and accelerating the transformation of 

systems engineering to a model-based discipline.
Topics to be covered include resilient systems, model-based 
systems engineering, commercial-driven transformational 
systems engineering, natural systems, agile security, systems 
of systems, and cyber-physical systems across disciplines 
and domains of interest to the constituent groups in the 
systems engineering community: industry, government, 
and academia. Advances in practice often come from lateral 
connections of information dissemination across disciplines 
and domains. INSIGHT will track advances in the state of the 
art with follow-up, practically written articles to more rapidly 
disseminate knowledge to stimulate practice throughout the 
community.
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 ABSTRACT
As a society, we have become exceedingly dependent on our communication devices and the infrastructure networks supporting 
them. Even short duration network outages can result in chaos within public transport systems (air traffic control of commercial 
flights, traffic signaling of rail networks); disrupt financial systems (electronic payments, stock market transactions); and reduce 
business productivity (phone and email). It can also have the potential for loss of life: field utility workers communicating remotely 
with dispatch controllers to de-energize and re-energize lines for repair; law enforcement field personnel communicating needs for 
crowd control during riots; and alerting the public about dam breaches through emergency notification systems.
 This article helps explain what critical communications networks are, where these networks fit within a systems-of-systems 
context, and what other systems must also be resilient, redundant, and reliable to ensure communication networks can continue 
to operate as designed. It also introduces systems engineering principles, techniques, and approaches that we can use to aid in the 
design of critical wireless and wireline communications networks for normal day-to-day operations, and for the protection and 
recovery of those networks during service disruptions caused by man-made and natural events.

 KEYWORDS: telecommunications; wireless; telephone; 9-1-1; emergency communications; critical infrastructure; PPD-21; 
networks; voice; data; communications impacts; critical systems design; nodes

Communications 
Networks: Modelling 
Networks as Systems
Thomas Manley, thomas@manley.name; Susan Ronning, s.ronning@adcomm911.com; and William Scheible, wscheible@
mitre.org
Copyright © 2020 by Thomas Manley, Susan Ronning, and William Scheible. Published and used by INCOSE with permission.

Figure 1. Emergency medical call from mobile phone service via commercial telephone 
system to public safety ans ering point to ambulance via voice radio and broadband 
data net or s  demonstrating multibearer net or s in everyday occurrence

COMMUNICATIONS NETWORKS AS ENABLING 
SYSTEMS

An enterprise’s core business may 
provide: a market for exchanging 
stocks (financial); electricity to 
business and residential custom-

ers (utilities); transportation of people or 
things from one place to another (railways, 
airplanes); or law enforcement and fire-
fighting services (public safety). Commu-
nications networks underpin almost every 
business, government agency, and non-
government organization. Networks must 
transport an exchange of information, be it 
voice or data, from one location to another 
to enable performance of the enterprise’s 
core functions.

A given communications network often 
serves several different types of users in 
many different capacities. For instance, 
private citizens typically use the same cel-

lular phone services for text messaging that 
they also use to make emergency calls to 
request police and fire services; ambulances 
may use this same cellular phone service 

for automated vehicle location mapping to 
determine the closest ambulance to a casu-
alty (figure 1). Other multiuser examples 
include satellite-based voice calls made 
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from a cruise ship to the mainland, line-of-
sight simplex radio transmissions between 
a helicopter and the ground crew guiding a 
pilot during landing, and a wireless access 
point providing data communications to 
multiple wireless devices in a home. 

The US Department of Homeland 
Security’s Communications Sector-Specific 
Plan (CSSP) (2019) states, “Since 2010, 
the communications sector has evolved 
rapidly in multiple areas, including mobile 
broadband, cloud computing, the Internet 
of Things (IoT), and software-defined 
networks (SDNs). Voice and data networks 
have continued to converge, and mobile 
devices, such as smartphones and tablet 
computers, have been widely adopted, 
creating enormous demand for mobile 
broadband communications.” Although this 
has reduced the number of single purpose 
networks required, it is now more difficult 
to understand the criticality of the resulting 
networks that have replaced them.

What is a Communications Network?
A communications network may be made 

up of a collection of systems, integrated and 
interacting with one another (figure 2). The 
communications network system of interest 
may include mobile and fixed transceiver 
equipment. Supporting systems can include 
antennas and filters, primary and/or backup 
power, physical mounts, routers and switch-
es, device management and alarm notifica-
tion, end user interfaces, and the transport 
networks (or links). They can include 
subscriber devices like handheld cell phones 
and portable radios; radios installed inside 
vehicles, airplanes, or satellites; IoT devices; 
and fixed transceiver units (base stations 
and their antenna systems) which engineers 
may install inside buildings, on towers, or on 
satellites orbiting the earth. They can also in-
clude applications running over the network, 
such as email systems, video conferencing 
systems, and contact center systems.

All these systems must work together 

in concert to relay the information from 
one location to another. Engineers must 
first define, design, procure, and configure 
each individual system to work within their 
own domain, and then, when integrated 
with each other, support the network as a 
whole. And, engineers must design each–
independently and together–to withstand 
potential failures.

APPLYING SYSTEMS ENGINEERING TO 
COMMUNICATIONS NETWORKS

To apply systems engineering knowledge 
to the design and support of communica-
tions networks, there is a need to model 
communications networks as systems. Yet, 
there is very limited guidance as to how 
to do this. While industries often use the 
terms system and network interchangeably 
in relation to communications networks, 
in practice, it can be very difficult to define 
system boundaries or the internal and 
external interfaces of communications 
networks as the network topology can be 
constantly changing. As a result, the effects 
of localized failures are often very difficult 
to predict, so performing techniques such 
as failure mode, effects, and criticality 
analysis (FMECA) can be challenging. This 
is increasingly the case for critical commu-
nications networks as these are often larger 
and more complex.

If it is possible to describe a network 
as a system, then we can unlock the tools 
in the systems engineer’s toolkit to add 
value to both the design and support 
of the network. FMECA and reliability, 
availability, and maintainability (RAM) 
analysis are two such techniques that may 
assist engineers to assess the resiliency of 
a communications network qualitatively 
and quantitatively. Similarly, the ability to 
identify and label components that we may 
find in many places across the network, for 
example, switches and routers, can facilitate 
configuration management as well as assist 
in the allocation of requirements and con-

Figure 2. o different e amples of critical communications net or s

Example: land mobile radio system Example: early warning system

struction of architecture descriptions. What 
follows is guidance on how to approach the 
modelling of communications networks as 
systems. Note that while this is focused on, 
and intended for, critical communications 
networks, it is applicable to all communica-
tions networks.

Nodes and Links
Engineers often represent communica-

tions networks graphically as a set of nodes 
(geographical locations where information 
communications technology [ICT] services 
are delivered) connected by links (inter-
faces between two or more nodes). While 
this approach obfuscates much of the detail 
of the network (for instance, it assumes a 
single homogeneous network where any 
information can potentially flow from any 
node to any other node), it does provide a 
high-level representation of the structure of 
the network and therefore provides a useful 
starting point for exploration. Note that a 
node can itself contain an inner network, 
which can be comprised of lower level 
nodes in much the same way a system can 
be comprised of subsystems. Hence nodal 
recursion is also possible.

Nodes can be a fixed site, such as a build-
ing or university campus. They may also 
consist of environmental sensors, cellular 
base stations, geo-stationary satellites, or 
automated farm gates. Nodes may also 
be mobile, such as vehicles that move on 
the ground, under the sea, in the air, or in 
space. They may also consist of wearable 
devices on people and animals, or consist of 
a network of unmanned autonomous vehi-
cles (UAV) that may even include weapons 
in military applications.

The key is that there may be commu-
nication within nodes (intranode) and 
between nodes (internode) (Syed, Pong, 
and Hutchinson 2017). In this way, we can 
think of a large office housing thousands 
of individuals as a single node connected 
to other nodes via links, obfuscating the 
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independence by positing that one of the 
challenges of SoS is that constituent systems 
“may withdraw (possibly without warning) 
from the SoS,” implying that this is not 
an option available to a subsystem of an 
ordinary system.

We can think of communications 
networks as SoSs where nodes are systems 
that can (in theory at least) join or leave 
the network at will. Communications 
networks, however, are a special case of SoS 
and also tend to exhibit the following set of 
proposed characteristics. Additional char-
acteristics of communications networks 
include:

■ common purpose, that is, to facilitate 
communication within and between 
nodes;

■ commonality of architecture (many 
nodes may be instances of the same 
node type and therefore share the same 
design);

■ strong interdependence of constituent 
systems (certain failures within a par-
ticular node may cause other nodes to 
become isolated/disconnected);

■ large in scale (hundreds, or even thou-
sands of nodes); and

■ a strong focus on traffic flows through 
a network rather than the interfaces 
within it.

DUAL NATURE OF SOLUTION ELEMENTS
The problem then arises when we share 

technology solutions between nodal types; 
in other words, where the engineer reuses a 
solution element (being simply an element 
of a solution) as a building block in multi-
ple nodal type designs. How does the engi-
neer manage these solution elements, given 
that they may be part of multiple nodal 
type designs, and changing the design for 
one may necessitate changing it for all other 
instances of it?

Another problem is that due to the 
deliberate logical separation of certain 
downstream networks, often involving 
encryption, different network domains may 

complexity of the network within the office 
itself. It is in this context that they are most 
useful for modelling complex communica-
tions networks.

Nodal Types
We can treat each node as a distinct 

nodal system, with external interfaces to 
other nodal systems and internal interfaces 
between the system elements within it (see 
figure 3). For networks with many nodes, 
though (and particularly those networks 
with large nodes such as offices), each node 
would have its own unique internal design 
and this could quickly become difficult to 
manage (and support).

The use of nodal types (where each 
instance of a nodal type shares a common 
architecture) can simplify the effort of 
designing and supporting each node, since 
this reduces the number of unique nodes 
and allows for the use of templates (or de-
sign patterns), as illustrated in figure 4. We 
can then place these patterns under con-
figuration control to maintain consistency 
between each instance of each nodal type.

To create a set of nodal types, we can 
group nodes together in various ways. 
While there are many different ways to 
group nodes, how we group them can affect 
the degree of difference between nodes 
within a nodal type and the management 
effort to support them. Careful selection of 
the characteristics that define each nodal 
type is therefore important. For instance, 
scale is often a distinguishing characteristic, 
with an organization having offices config-
ured for different office sizes based on the 
number of employees located there (large, 
medium, and small). These are candidates 
for nodal types. However, if the function-
ality (or services) that each node provides 
differs in more than the size (a factory may 
have a similar number of workers to an 
office, yet very different ICT needs, while a 
data center may have very few staff or none 
at all) then functionality may be a more 
effective characteristic to select. The follow-
ing proposed principles may aid in defining 
a useful set of nodal types.

Node B

Node CNode A

Figure 3. E ample nodes sho ing 
internal and e ternal structure ith i  
internode links/external interfaces and 
ii  intranode links/internal interfaces

Figure 4. ode topology diagram ith multiple instances of three nodal types 
  and . n this case  there are three distinct links bet een the middle blue 

and black nodes.

Type A

Type B

Type C

Nodal Type Principles:
1. Functionality is more important than 

scale in distinguishing nodal types, that 
is, group nodes with common function-
ality into a nodal type before size;

2. Engineers should minimize the number 
of nodal types to reduce operational 
complexity and configuration manage-
ment;

3. Nodal types should include sufficient 
granularity of services such that nodes 
do not provide services that are not re-
quired, such as the minimum required 
services;

4. Nodal type variants can be used to cater 
for lower level differences between 
nodes of the same nodal type including 
the modular addition (or removal) of 
supplementary services, for example, 
a manufacturer can fit the same model 
vehicle with manual or automatic trans-
mission, or add roof racks.

SYSTEMS OF SYSTEMS 
While systems engineering normally 

focus on the design of individual systems, 
the concept of systems of systems engineer-
ing (SOSE) was created in part to deal with 
the complexity arising from the existence 
of many independent systems interacting 
with each other for a common purpose, so 
systems engineers can usefully apply it to 
networks (Maier, 1998).

From the Systems Engineering Handbook 
(Walden et al. 2015, 8), systems of systems 
(SoS) tend to have the following charac-
teristics which help distinguish them from 
ordinary systems:

■ operational independence of 
constituent systems;

■ managerial independence of constituent 
systems;

■ geographical systems;
■ emergent behavior; and
■ evolutionary development processes.

The “Systems of Systems Primer” 
(INCOSE 2018) expands on managerial 
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Site A

Bearer
Networks

Distributed
Systems

A

Site B Site C

Node 1
Nodal Type X

Node 2
Nodal Type X

A

B

C D

E

Node 3
Nodal Type X

Nodal Type X

Nodal Type Y

B

C

EB

C

D

A

Figure 5.  a generic net ork topology of three sites   and   the same 
topology allocating components to bearer net orks and distributed systems and 
distinguishing nodal types  and  the resulting simpli ed systems block diagram

be transported over a common wide area 
network (WAN). This gives rise to func-
tional systems that engineers can overlay on 
top of a subset of nodes, either as:

■ bearer networks (those functional sys-
tems whose main purpose is to connect 
nodes, for example, a WAN); or

■ distributed systems (systems whose 
elements operate together irrespective 
of geographical distribution, or are at 
least managed as one system).

The implication is that solution elements 
(as building blocks of a nodal system) may 
simultaneously be a subsystem of a node 
as well as a subset of a functional system. 
This dual nature of a solution element is a 
unique property of communications net-
works that requires new thinking.

We demonstrate these constructs in 
figure 5 where section A illustrates a 
generic network topology of three sites (A, 
B, and C) that we then refine to section B 
through the allocation of solution elements 
to various bearer networks and distributed 
systems and the identification of nodal 
types (X and Y). We show the resulting 
simplified system block diagram in section 
C. Note that while there are two instances 
of nodal type X, only one is shown in the 
system block diagram.

Interestingly, nodal systems appear to 
meet the SoS criteria of “operational inde-
pendence of the components” that Maier 
proposed (1998), since the network as a 
whole can survive the loses of some nodes; 
we cannot necessarily say the same for 
functional systems. For instance, distribut-
ed systems may be critically dependent on 
bearer systems. As such, we can think of 
nodal systems as forming SoSs, yet this may 
not be true for functional systems.

Links Belonging to Different Networks
Since it is possible for a node to contain 

multiple downstream functional systems, 
it is also possible for links to belong to dis-
tinct bearer networks to distinguish them 
from the broader network construct. A 
node, therefore, could connect to multiple 
different bearer networks using a different 
link for each, though the node may or may 
not function as a gateway between two 
bearer networks. That is, there may still be 
isolation between bearer networks, mean-
ing that data cannot flow between them. 
This is often the case with commercial 
or military vehicles that can use multiple 
networks operating in different parts of the 
electromagnetic spectrum, for example, 
high frequency (HF) for beyond line of 
sight (BLOS), very high frequency (VHF) 
or ultra-high frequency (UHF) for line of 
sight (LOS), and satellite communication 
(SATCOM). While all bearer networks may 

be available for use at any time (assuming 
they are not out of range), they may not 
all be used at the same time. For instance, 
we might only use voice communications 
when required, since it could be difficult 
to listen to multiple voice networks at the 
same time. Geographical location and the 
bearer networks that the other party/parties 
(that the user needs to talk to) have avail-
able to them (civilian emergency services 

networks) may determine the selection of 
which bearer network to use (and when).

The implication of different links on 
the same node belonging to different 
bearer networks is that a physical node 
may actually be the colocation of multiple 
virtual nodes (where there is little or no 
connectivity between the virtual nodes). 
This is evident in figure 6 where the red 
and blue nodes (A) are physical nodes that 
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consist of four and three virtual nodes 
respectively (B). Because the virtual nodes 
do not interconnect, there are effectively 
four distinct networks (green, yellow, 
purple, and orange), and each link belongs 
to only one of these bearer networks (C). 
Traffic cannot flow between these networks 
without some form of interconnection, for 
example, a gateway.

Matrix Approach
We can treat bearer networks, nodes, and 

functional systems as systems each in their 
own right (figure 7), and they can coexist 
as independent conceptual constructs. 
However, they each have different frames 
of reference, and therefore we should take 
care when considering interfaces between 
them. For instance, nodes interface 
externally to bearer networks (and through 
them other nodes) whilst building blocks 
(solution elements of functional systems) 
form a part of a node. Building blocks have 
interfaces to other building blocks within 
the same node and may also have logical 
interfaces across nodes forming a common 
functional system, for example, a wireless 
LAN controller (WLC) on one node may 
control the wireless access points (WAP) at 
a different node.

CRITICAL OR NOT?
Today’s systems engineers are well 

advised to consider the impact of critical 
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communications and the supporting com-
munications infrastructure in their analysis, 
design, and support of systems.

The US Department of Homeland 
Security (2019) identifies “16 critical in-
frastructure sectors whose assets, systems, 
and networks, whether physical or virtual, 
are considered so vital to the United States 
that their incapacitation or destruction 
would have a debilitating effect on security, 
national economic security, national public 
health or safety, or any combination there-
of.” Presidential Policy Directive 21 specif-
ically calls out the communications sector 
as critical because it provides an “enabling 
function” across all critical infrastructure 
sectors (PPD 2013).

Similarly, the Australian Government’s 
definition of critical infrastructure (2015) 
is, “those physical facilities, supply chains, 
information technologies and communica-
tion networks which, if destroyed, degraded 
or rendered unavailable for an extended pe-
riod, would significantly impact the social 
or economic wellbeing of the nation or 
affect Australia’s ability to conduct national 
defence and ensure national security.”

We define critical communications 
networks, with respect to this paper, to be 
those communications networks that:

■ are themselves considered critical 
infrastructure in their own right (for 
example, networks used for public 
safety alerts or by the military); or that 

■ other critical infrastructure systems 
depend on for communications services 
(for example, air traffic control, New 
York Stock Exchange, utilities, and 
transportation systems); as well as those 
networks that 

■ are relied upon during emergencies, 
crises, or disasters.

Further, systems that rely on commu-
nications networks may be comprised of 
elements that several different organiza-
tions own and manage, preventing the 
underlying network from having a single 
owner. For instance, the Australian tsunami 
warning system relies on constituent ele-
ments provided by the Australian Bureau 
of Meteorology, Geoscience Australia, and 
the Department of Home Affairs as well 
as multiple different carriers serving each 
agency (Australian Government 2020). This 
greatly increases the complexity of these 
multi-organization networks.

A myriad of international and domestic 
vendors and companies provide today’s 
communications infrastructure. While a 
communications company can promise 
to deliver a service, they often have little 
control over the infrastructures that they 
use (leased antennas or towers, or virtual 
channels on a shared fiber link). As several 

recent natural disasters have shown, the 
entire communications infrastructure of a 
country, state, or area can be damaged to 
the extent that no existing communications 
services are available for days or weeks.

Levels of Criticality
In the current era, the importance and 

criticality of having stable and always avail-
able communications is unquestioned. The 
importance of having and maintaining a 
communications infrastructure however, is 
seldom presented or addressed as a stand-
alone consideration. In most government 
and business considerations, the criticality 
of communications and the need to main-
tain and protect the infrastructure that de-
livers communications services is left to the 
individual critical infrastructure sectors.

The US Department of Homeland 
Security uses four factors to determine 
criticality: fatalities, economic loss, mass 
evacuation length, and degradation of na-
tional security (Clarke, Seager, and Chester 
2018). The highest level of criticality is the 
possibility of loss of life. A lack of com-
munications would not directly take a life, 
but its impact based on the use case might. 
Examples may include: the inability to per-
form train signaling functions within a net-
work of high-speed railways; the inability to 
effectively manage power distribution due 
to paralyzing impacts from storms or man-
made events; the loss of radar managing 
aircraft within a Class A airspace; and the 
inability to communicate to field personnel 
during national emergencies. All such and 
similar events could remove or seriously 
degrade the efforts to coordinate responses 
and awareness to save lives.

What Design Criteria Should Be Incorpo-
rated Based on Level of Criticality?

The level of criticality of these networks 
is subject to interpretation. The Communi-
ty Emergency Response Team (CERT) mot-
to is “doing the greatest good for the great-
est number of people” (Marion County, US, 
OR 2019). In the case of critical commu-
nications networks, there are no standard 
levels of design criteria, but there are design 
principles to support an overarching goal 
that any potential failure should do the least 
amount of damage to the least number of 
users, nodes, or systems. Failures occur. 
Wherever possible, we should identify and 
avoid single points of failure. The actual 
levels of criticality are likely to be sector 
(or context) specific, and therefore we only 
have access to general guidance.

Best practice is to evaluate nodes based 
on their impact with respect to the effect of 
failures on a localized versus system-wide 
basis. Data centers tend to be more critical 
than core/hub sites (those sites that provide 

connectivity to other sites); and core/hub 
sites tend to be more critical than edge/
spur sites (those sites that do not). Edge/
spur sites tend to be the least critical in 
the overall network architecture although 
they may be critical to the users in that 
region. In areas where communications 
require higher levels of availability, we may 
consider multiple layers of communications 
technology. For example, cellular services 
may overlap the same geographic region 
as a public safety land mobile radio system 
which line-of-sight satellite services may 
also serve. Or, we may consider redundant 
power and transport systems for network 
operation centers.

While each node may have its own 
unique criticality level, it may be simpler 
to assign criticality levels to nodal types. 
Similarly, each functional system may have 
its own individual criticality level since they 
each serve different purposes and users. 
Understanding who these users are and 
their needs is critical to developing a useful 
set of criticality levels. From this set of data, 
dependencies are easily identifiable, and 
we can therefore mitigate failure modes. 
For instance, if a nodal type with a high 
criticality level has a single connection to a 
bearer network, we may provide a second 
connection to remove the single point of 
failure. Similarly, we would ideally design 
a distributed system with a high criticality 
level with a high degree of redundancy.

Clarke, Seager, and Chester (2018) refer 
to the concept of minimum essential infra-
structure as well as distinguishing urgent 
and important infrastructure. In the event 
of a disaster (the third category of critical 
communications networks, figure 2), the 
minimum essential infrastructure should 
remain operational, or be restored as 
quickly as possible, and we could classify 
this type of critical infrastructure as urgent. 
Outside of a disaster, though, we may 
require a different (perhaps expanded) set 
of critical infrastructure(s) to remain oper-
ational nonstop, and we could classify this 
type of critical infrastructure as important. 
On that basis, it is probable that bearer net-
works are more likely to be urgent, whilst 
some distributed systems and many bearer 
networks are likely to be important, and 
as such, the model may assist in assigning 
different criticality levels to different parts 
of a critical communications network.

SUMMARY
As described, the need, use, and un-

derstanding of critical communications 
is key to successful and on-going systems 
engineering efforts due to its impact as an 
enabling system to so many other criti-
cal sector systems. Acknowledging and 
addressing critical communications should 
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be part of any systems engineering effort, 
especially during the early understanding, 
requirements, and architecture definition 
and analysis phases.

Modelling networks as systems can be 
difficult because each node in the network 
is invariably different from all other nodes, 
and yet each node is comprised of common 
elements that together may form a func-
tional system extending across many nodes. 
Without the concept of nodal and func-
tional systems, it is difficult to efficiently 
identify system boundaries and interfaces, 

and then to place these under configuration 
control as configuration items.

When determining levels of criticality 
for critical communications networks, 
assigning levels of criticality separately 
to each nodal and functional system will 
assist in identifying which specific solution 
elements are most critical overall. This will 
also help provide context to the effect of 
failure modes and enable resiliency (includ-
ing redundancy and recovery) that systems 
engineers need to appropriately design in to 
minimize the impact of failures on society.

We hope that this guidance will assist 
in modelling complex communications 
networks as systems, and in so doing, en-
able the application of traditional systems 
engineering techniques to critical commu-
nications networks. 
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